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A Set of Corpus-Based Text-to-Speech Synthesis
Technologies for Mandarin Chinese

Fu-Chiang Chou, Chiu-Yu Tseng, and Lin-Shan Legllow, IEEE

Abstract—This paper presents a set of corpus-based number of users, it is often found that the capabilities of the
text-to-speech synthesis technologies for Mandarin Chinese. available technology are still limited. The ultimate goal of true
A large speech corpus produced by a single speaker is used,,aqrainess of synthesized speech seems not easy to achieve

and the speech output is synthesized from waveform units of tod iallv for th f ld . licati |
variable lengths, with desired linguistic properties, retrieved oday, specially tor the case of general adomain applications, al-

from this corpus. Detailed methodologies were developed for though very often it is believed that this goal is already very
designing “phonetically rich” and “prosodically rich” corpora  close [1].

by automatically selecting sentences from a large text corpus to  Among the many developments in TTS technology im-
:(”C't”de as many_b?esi/;eg ph?netiﬁ co:_nbiln?)ticln_ns aﬂtﬂ _p:ros?dic provements, the new paradigm of “corpus-based approaches”
eatures as possible. Automatic phonetic labeling with iterative . - . . .

correction rules and automatic prosodic labeling with a multi-pass !S clearly Important. In this par_adlgm, th_e Synth§5|zed spegch
top-down procedure were also developed such that the labeling IS NOt obtained by concatenating modified versions of voice
process for the corpora can be completely automatic. Hierarchical units pre-stored in a database. Instead, a large speech corpus
prosodic structure for an arbitrary desired text sentence is then (on the order of 10 h, or even much more, of speech) produced
generated based on the identification of different levels of break py 3 single speaker is collected. The corpus is designed so
indices, and the prosodic feature sets and appropriate waveform o+ aimost all linguistic and prosodic features for the target

units are finally selected and retrieved from the corpus, modified | ither f ld . ific d in h
if necessary, and concatenated to produce the output speech.@nguage (either for general domain or specific domain) have

The special structure of Mandarin Chinese has been carefully been included. Parallel _analysis of all prosodic and Iinguistic
considered in all these technologies, and preliminary assessmentsfeatures of the speech signals as well as the corresponding texts

indicated very encouraging synthesized speech quality. can lead to a much better prosodic model. There can be many
Index Terms—Automatic labeling, Mandarin Chinese, prosody, repetitions of a given voice unit in the corpus, but in different
synthesis, text-to-speech. context with different prosodic features. During the synthesis

process, the most appropriate units of variable lengths, with the
desired prosodic features within the corpus, are automatically
retrieved and selected on-line in real-time, and concatenated
EXT-TO-SPEECH (TTS) synthesis technology for confwith modifications when necessary) to produce the output
verting an arbitrary text into corresponding speech signaipeech. By doing this, very often longer units (especially
has been successfully developed for a long time. Significant isemmonly used words or even phrases) can be used in the
provements in this area have been observed in the past decagig¥hesis if they appear in the corpus with desired prosodic
In recent years, the overwhelming developments of Internet séatures. Also, by doing this the need for signal modification
vices as well as wireless personal communications have cred@@btain the desired prosodic features for a voice unit, which
a completely new environment for TTS applications. For exsually degrades the naturalness of the synthesized speech, is
ample, it is highly desirable for people to listen to e-mails diignificantly reduced. This is why much better performance
Web pages read by TTS technology over mobile handsets at &aft be achieved using this approach [2]-[4].
time, from anywhere, if the TTS synthesized speech quality isFor TTS technology for Mandarin Chinese, great efforts have
good enough. In fact, the rapidly increasing demand for TT$en made in the past decades as well, and many successful
technology also leads to higher requirements for the intelligiyStems have been developed [5]. Considering first the text
bility and naturalness for TTS synthesized speech. When t¥aalysis part, one early system [6] simply synthesized the
contents of the texts to be read by TTS technology are of higR€ech directly from phonetic transcription input without
importance (e.g., personal e-mails) or high diversity (e.g., W ndling the text analysis. The earliest system including

pages) and the synthesized speech is to be listened to by I4Rj¢ analysis functionality may have appeared around 1989
[7]. By the mid-1990s there were many systems that could

read Chinese text directly [8]-[11]. The major problems in
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have been useful. The former needs expert knowledge and so- TABLE |

phisticated handcrafted efforts, while the latter can achieve sim- @ 2b1 L'\(‘)TF'f‘,\'I-ASL‘;F MQNDAR'N %LABLES AND
ilar results by training with appropriately labeled speech cor- ®) OFVIANDARIN SYLLABLES
pora. Because both the available quantities and processing ca-
pabilities for speech corpora have been growing rapidly since

(a) 21 INTIAL’s of Mandarin Syllables

1990s, statistics-based approaches have been getting more and p, M m, f, t.t n, 1, k, k"x
more attractive and popular in recent years. However, the lack of tg, te", ¢, ts,tsh, s, Z, ts, ts",s

a good prosodic model for Mandarin Chinese remains a major )

difficulty. Although some important results have been obtained, (b) 40 FINAL’s of Mandarin Syllables
primarily focused on the tone Sandhi and related problems [16], a, ai, au, an, an,o, ou, @, an, an

[17], the need for a useful prosodic labeling system for Man-
darin Chinese like ToBI [18] for English is quite clear. Because
Mandarin Chinese is a tonal language for which the tone has in, io, u, ua, uo,uai, ugi, uan, un, uan
lexical meaning, the prosody is specially important for TTS syn- un, Uom, y, Y, yen,yn, &, €i, i, w
thesis, not only for the naturalness, but for intelligibility as well.
Regarding the choice of the voice units for synthesis in TTS
for Mandarin Chinese, the syllable was popularly used startiffyy Sections 1l and 1V, respectively. Automatic generation of
in early years [6] due to the monosyllabic structure of Mandarfe prosodic structure for an arbitrary input text sentence is
Chinese, i.e., each Chinese character is pronounced as a mdéen described in Section V, while selection, modification and
syllable, while a Chinese word is composed of one to sevefgincatenation of the waveform units to produce the output
characters (or syllables). Such syllable-sized units can perfedBgeech is discussed in Section VI. The prototype system and
model the intra-syllabic coarticulation, but not that across syeliminary performance assessments are finally given in
labic boundaries. The di-phone units commonly used in masection VII. Section Vil is the concluding remarks.
western languages were also found useful [9]. The corpus-based
approaches mentioned above have led to many methods for se-  Il. CORPUSDESIGN AND LABELING SYSTEMS

lection of appropriate. voicg units from large speech CorporaGood corpus-based TTS technology relies on the availability
[19]-{21]. The essential points for these methods are nonugg 3 good corpus which carries all desired phonetic as well as
form units, multiple candidates, and on-line selection. But as y@ffosodicfeatures for the target language and the target task, such
such methods have only been used by very few systems for M@iht good prosodic models, linguistic properties and synthesis
darin Chinese [22]. Considering basic synthesis methods in T{iits can be derived. If the size of the corpus could be infinite,
for Mandarin Chinese, both the vocal tract model approachgs corpus design would ever be needed since everything could
[9], [23] and waveform-based approaches [8], [11], [24] hav§e included. However, when only a very limited size of corpus
been used for some time. Waveform-based approaches prodysehievable, careful design of the corpus becomes very impor-
more intelligible speech if only minor prosodic modificationsant. In this research, two corpora were developed, one “phonet-
and spectral transitions were needed. The vocal tract model,j@fly rich” and one “prosodically rich.” Both of them have texts
the other hand, allowed more significant prosodic modificatiorglected by some automatic algorithms but with different selec-
and smoother spectral transitions, but produced slightly less {ibn criteria from the Academia Sinica Balanced Corpus [25],
telligible speech. which is a “balanced” (in the sense of topic domains, styles,
In this paper, a new set of text-to-speech synthesis technalenres, media sources, etc.) Chinese text corpus.
gies for Mandarin Chinese is presented. Detailed methodologieShe purpose of the “phonetically rich corpus” is to include
were developed for designing “phonetically rich” and “prosodss many phonetic combinations, including intra-syllabic and
ically rich” corpora by automatically selecting sentenceigter-syllabic structures, as possible in a corpus of accept-
from a large text corpus to include as many desired phonedigle size. Chinese syllables are conventionally described in
combinations and prosodic features as possible. Automai@TIAL/FINAL format very similar to the CV structure
phonetic labeling with iterative correction rules and automatfer syllables in other languages. Here INITIAL is the initial
prosodic labeling with a multi-pass top-down procedure wetgnsonant of a syllable, and FINAL is the vowel (or diphthong)
also developed such that the labeling process for the corp@eat plus optional medials and nasal endings. The total number
can be completely automatic. Hierarchical prosodic structusg INITIALs and FINALs are, respectively, 21 and 40. The 21
for an arbitrary desired text sentence is then generated bageidIALs and 40 FINALs for Mandarin syllables are listed
on the identification of different levels of break indices, anth Table I(a) and (b), respectively, in International Phonetic
the prosodic feature sets and appropriate waveform units aiphabet (IPA). More detailed discussions about these INI-
finally selected and retrieved from the corpus, modified IfIALs and FINALs as well as Mandarin syllables are referred
necessary, and concatenated to produce the output speech.tdlearlier literature [26], [27]. The phonetically rich corpus thus
special structure of Mandarin Chinese has been carefully caould include all possible syllabic INITIAL-FINAL structures
sidered in all these technologies, and preliminary assessmaassidering phonotactic constraints, and as many FINAL—INI-
indicated very encouraging synthesized speech quality. In thRAL or FINAL—FINAL (for the case that the second syllable
following, the corpus design is presented in Section II, and tlie@es not have an INITIAL) combinations as possible for
automatic phonetic and prosodic labeling for the speech corprsss-syllabic features. In addition, Mandarin Chinese is a tonal

2, |, ia, ig, iai,iau, iou, ien, in, ian
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language and each syllable is assigned a tone. There are a mwitaérwords, the less frequently a bigram/trigram item appears
of four lexical tones plus a neutral tone. It is therefore desiredito the corpus, the higher priority it has to be selected. In this
have all possible syllable-tone combinations, plus all possiblay the bigram/trigram coverage can be maximized with min-
tone concatenation combinations including the tone Sandimum number of sentences. If the count is too small (less than a
variations. All these criteria were entered into a word/sentenckosen threshold), then the score of that bigram/trigram item is
selection algorithm [28] to be performed over the Academgetto zero. Thisis to avoid including unreliable items. The score
Sinica Balanced Corpus. The result is a word database arfé sentence is then the sum of the scores of all bigram/trigram
a paragraph database. The former consists of the 1455 nitesns in the sentence, normalized to the number of characters.
frequently used 1-, 2-, 3-, and 4-syllabic lexical items covFhe sentence with the highest score in the corpus was then se-
ering 338 tonal combination patterns and 1351 inter-syllabliected first automatically. After a sentence is selected, the scores
combinations, and the latter consists of 400 paragraphs madall the bigram/trigram items in the selected sentence are au-
up of frequently used words covering 289 tonal combinatidomatically set to zero, i.e., these bigram/trigram items are not
patterns and 1434 inter-syllabic combinations. Not all desireggsirable any more. The scores of all sentences are then recal-
combination patterns are present in these two databases, baulated and the sentence with the highest score is selected. This
is believed that those which are absent should be rarely usesdagain the way to maximize the bigram/trigram coverage with
because they apparently did not appear in the Academia Siniegimum number of sentences. This process is repeated iter-
Balanced Corpus. atively. The result is a set of 800 declarative sentences. These
The purpose of the “prosodically rich corpus,” on the othe€300 sentences plus the 300 exclamatory sentences and 550 inter-
hand, is to include more prosodic behavior of Mandarin Chinesagative sentences selected based on words or word patterns as
which may not be well covered by the above “phonetically ricmentioned in the above together formed the sentence set for the
corpus.” This is much more challenging because the prosotbrosodically rich” corpus. Although there does not exist any
of Mandarin Chinese has not yet been well studied. Four forrdsect proof that the sentences selected in this way really cover
of intonation [29] or 13 types of intonation based on differerthe prosody of Mandarin Chinese reasonably well, at least it was
speaker attitudes [30] were developed in the early literatuserved that the sentences in this database really include many
while later studies analyzed the intonation in Mandarin speedtferent prosodic patterns.
according to three modalities of utterances, i.e., interrogative,While recording the speech corpora, for each of the “pho-
exclamatory, and declarative [31]. The design of the “prosodietically rich” and “prosodically rich” databases six speakers
cally rich corpus” was based on these three modalities of intongere asked to produce the speech in read speech mode, but as
tion [32]. The interrogative sentences were classified into fonaturally as possible. The six speakers for either database in-
groups and the exclamatory sentences into three groups [33]ide three males and three females in three age groups: 20-35,
both based on the existence of some words or word pattern88+-50, and 50 and above. The six speakers producing the speech
the sentences. So sentences of these modalities can be seldotethe two databases were completely different, except one
from the Academia Sinica Balanced Corpus using punctuatispeaker in common. So there were 11 speakers in total, and there
marks plus these words or word patterns. For example, at thas one speaker who produced both the “phonetically rich” and
time this research was performed, a total of 280 000 sententig®sodically rich” corpora. The “phonetically rich corpus” in-
in the Academia Sinica Balanced Corpus were well tagged witludes a total of more than 18 h of speech, while the “prosodi-
manual correction. The tags include 44 parts-of-speech and tafly rich corpus” includes more than 31 h of speech. The speech
punctuation marks. Out of the 280 000 sentences, 8350 endoagpora of a total of roughly 50 h of speech here produced by 11
with question marks and 5471 with exclamation marks wespeakers were for various research purposes. For the research of
first automatically extracted as candidates for interrogative sererpus-based TTS synthesis technologies to be presented below,
tences and exclamatory sentences. Further selection was thely the data produced by the single speaker who produced both
performed with these candidates based on specific wordstle “phonetically rich” and “prosodically rich” corpora were
word patterns. The result is a set of 550 interrogative sentencsgd for consistency in prosodic and phonetic properties. So all
and 300 exclamatory sentences to be used in the “prosodicadlig experimental data described below are based on the speech
rich” corpus. of this speaker of roughly 8 h, which is also the synthesis inven-
The selection of declarative sentences, on the other hand, way used in the final TTS system. This speaker is male, who is
much more difficult, since no prior studies can be found in theeteacher in a university at Taipei, whose job is to teach students
literature. In this research, it was assumed that the prosotbcspeak in accurate Mandarin Chinese.
structures of declarative sentences may have to do with the conThe collected speech corpora need a good phonemic
catenation patterns of parts-of-speech and punctuation matkanscription system and a good prosodic labeling system. A
which have been well tagged on the Academia Sinica BalancBAMPA-T phonemic transcription system following the general
Corpus. In that sense the bigram/trigram coverage for concatesign principles of the SAMPA system [34] but considering
nation patterns of parts-of-speech and punctuation marks nthg phonetic characteristics of Mandarin Chinese as well as
be a reference parameter for selection. Therefore the declarafew local dialects spoken in Taiwan was developed [35].
tive sentences were selected by an algorithm trying to maxi addition, a prosodic labeling system following the general
mize such bigram/trigram coverage. The selection algorithmdssign principles of the ToBI system [18] but considering the
described here. The score for each bigram/trigram item is geosodic characteristics of Mandarin Chinese was developed,
fined proportional to the inverse of its count in the corpus. lim which the prosodic features are represented by break indices
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and emphasis levels at the moment [36]. The break indices aiConventional Phonetic Labeling Phonetic Labeling with

marked at the end of each syllable with a value from 0 to 5 tc lterative Correction rules

characterize the following six categories of boundaries:
BO: reduced syllabic boundary;

B1: normal syllabic boundary;
B2: minor phrase boundary; |

waveform and
transcription

waveform and
transcription

B3: major phrase boundary; STHMM s\igmentatlon ] | STHMM sqe/gmentatlon I
B4: breath group boundary; [ SDHMMtmining | SDHMM training |
B5: prosodic group boundary. v v

The emphasis levels range from zero to three. The break indice|SD HMM segmentation | |_SDHMM \S;«gmmaﬁon |

were extensively used in the following TTS technology, while

the emphasis levels have not been used as yet. | Boundary correction rules |

/
Output boundaries

Output boundaries

I1l. AUTOMATIC PHONETIC LABELING () (b)
FOR THE SPEECHCORPORA

Two levels of labels for the speech corpora are needed onventional approach and (b) the approach used here
TTS synthesis, phonetic labels and prosodic labels. Both le '
of labeling were made completely automatic in the proposed
technologies [37]. In other words, no human corrections wefer the purposes of TTS synthesis. During the manual correction
needed at all. As will be clear later on, although some erroo§the alignment results, it was found that most of the errors can
may be inevitable in the completely automatic processes, the classified and corrected with some phonetic rules. An algo-
final tests showed such errors are in fact negligible or accepthm for postprocessing the output label files with such rules
able, and the completely automatic labeling processes are agtas therefore developed [38]. The adjusted results were then
ally adequate to a good extent. Automatic labeling is definitebpplied to re-estimate the parameters of the SD HMMs. This
needed not only because the quantity of the data is huge gmdcedure was repeated iteratively to fine tune the models. The
manual labeling is simply impossible, but because automatic ldeck diagram is illustrated in the right part of Fig. 1, in which
beling is the only approach to achieve consistency in labeline re-estimation process in the left part of the figure is replaced
which is the key for good synthesis results. Automatic labelifgy an iterative procedure including Viterbi alignment, correc-
also makes it possible to synthesize the voice of any new speali@n and training. The input of the block diagram is the speech
very quickly, as long as the corpora for the desired new speakégnal and its transcription net file; while the output is the INI-
are available. In this section automatic phonetic labeling is preFAL/FINAL sequences with the corresponding boundary po-
sented, and automatic prosodic labeling is to be described in #ikgons.
next section. The correction rules mentioned above were based on a set of

For automatic phonetic labeling, a phonemic transcription atoustic features and the phonetic classes of the voice segments
the speech data is used as the input. The possible pronungiathe local vicinity of the Viterbi alignment boundaries. The
tions of the words in each sentence were derived using a texbustic features used here include RMS power, voicing prob-
analysis module (because the pronunciation may depend ondbdity and subband energies derived from FFT. The window
context), including establishing a set of possible pronunciatiosize used for obtaining these features varied from 5 ms to
for each word, and converting the results into HTKs [39] n&0 ms for different features and different phonetic classes for
format. These net files include the homographs and the prontine voice segments. The voice segments were categorized into
ciation variations. A Viterbi process is then performed to recogeven phonetic classes: silence, nasal, liquid, fricative, plosive,
nize and align the speech data based on the net. The units forafigcate and vowel. Different rules were developed for different
hidden Markov models (HMMs) used here are context indeperencatenations of these phonetic classes, such as: (rasal)
dent INITIALs and FINALs. The INITIAL models have three (vowel), (vowel)+ (fricative), etc. Two examples which have
states each and the FINAL models have five states each. Heen shown to be the most successful correction rules are
feature vectors include 12 dimensions of Mel-frequency cegescribed below. The first example is (silenee)(affricate).
stral coefficients (MFCC), one dimension of root mean squafde RMS power with 5 ms window size was applied to locate
(RMS) power and their differential values. The frame rate the affricate. Because there is a short burst of energy when the
5 ms for better alignment precision. In a conventional phonetound is released, the boundary can be more precisely decided
labeling procedure as illustrated in the left part of Fig. 1, theith the sharp increase of the RMS power. The second example
speaker independent (SI) HMMs were used to perform a rouigh(vowel) + (fricative). The voicing probabilities derived by
alignment for the initial training of the speaker dependent (Si)e ESPS tool were used here to locate the boundary more
HMMs. The parameters of the SD HMMs can then be furth@recisely. In the original alignment, the ending of the vowel
re-estimated with an embedded Forward—Backward algorithmas very often taken as a part of the following fricative. With
The Viterbi process then produces the final alignment with thettee correction rule, the boundary can be shifted to the right
final SD HMMs. position. These two example correction rules are very useful.

The results for the above conventional approach were not dtiere are some other rules in addition to these two, but there do
curate enough for the Mandarin speech data used here, at leashecessarily exist correction rules for all the combinations of

ig. 1. Automatic phonetic labeling with iterative correction rules.
ie
vels
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TABLE I
TESTRESULTS FOR THEAUTOMATIC PHONETIC LABELING PROCESS AND THEHUMAN LABELING RELIABILITY

Conventional
Including Iterative | Difference between
without Correction
Correction Rules Two Human Labelers

Rules
Mean Boundary Error 14.2 ms 8.3 ms 1.6ms
Alignment | <10ms 66.3 % 78.4 % 94.6%
Accuracy | <20ms 91.2 % 96.5 % 100%

phonetic classes. For some combinations the Viterbi alignmextthe end of each syllable, and a break indlgranging from BO
boundaries are already quite accurate and no more correctit;m85 as mentioned previously) should be labeled accordingly.
are needed. Therefore the task here is to map a sequence of prosodic feature
For evaluation of the performance of the labeling processyeéctors ., p- - - - p,) for an utterance of, syllables into a se-
small set of speech data produced by the single speaker mgifence of prosodic labelsy(, b, . . .b,) [37], [40]. The feature
tioned previously was tested. It included 130 min (500 pargectors used here will be explained below. This process has been
graphs) of speech for training and 30 min (100 paragraphs)gdrformed in earlier studies [41] with a hidden Markov model
speech for testing. A set of manually labeled data generateddised on a simplified assumption that the current label is de-
asingle human labeler was used as the reference. The boung@iygent only on the previous label. However, according to our
errors are defined as the difference between the aligned bOUBQperiences of manual prosodic labeling of Mandarin speech, it

aries an_d the reference boundaries. The alignment accuracydsmed that such dependency is more on the upper level unit
then defined as the percentage of boundary errors within 10 P$her than on the previous label, i.e., labeling of B4 (for a

and 20 ms. The evaluation results are listed in the first tVYJOreath group) is more dependent on the locations of B5 indices

columns of Table Il. It can be found that without the boundar; or prosodic groups), labeling of B3 more dependent on B4

correction rules, the mean boundary error was 14.2 ms, and . . .
alignment accuracies were 66.3% and 91.2% within 10 ms Jndices, etc. Because of such possible hierarchical structure of

20 ms, respectively. By retraining the HMMs with the boundar‘%rOSOdy in Mandarin Chinesg, we chosg to.use a multiple.—pass
correction rules, the mean boundary error was reduced to 8.3 -down proce_du_re forlabeling of break indices. The aI_gorlthm
and the alignment accuracies within 10 ms and 20 ms improv'é‘(‘}IUdes two principal com_ponents. The fegture ext_racnon com-
to 78.4% and 96.5%, respectively. The results here are thosefgPeNt transforms the various sources of information (the pho-
all the iterative correction rules being terminated after five iter&€1C transcription, pitch-extraction results, etc.) into a time-or-
tions. This number of five iterations was determined empiricallféréd sequence of feature vectgrs (p2, ..., p,). The feature
simply based on the observation that no further improvemeNt%Ctors are then classified by decision trees in a multiple-pass
as compared to those in Table Il could be obtained if any indii€rarchical phrasing component. The multiple-pass procedure
vidual correction rule was iterated more times while all othd# Simple. We only identify the location of one level of break
rules were terminated after five iterations. In the test no clas#idices each time and the sequence is from B5 to B1, i.e., first
fication errors were assumed, and the classification consistef@gating B5, then B4, then B3, etc. This procedure is illustrated
was not even checked. This is because this is basically an alighFig. 2.

ment problem and it is reasonable to consider all the given pho-The features used to construct the feature vegtpesid de-
netic transcriptions to be correct. Another good question is th&mine the break indices are listed in Table Iil. The first feature
reliability of the reference, or whether the labels generated Rythe pause duration, if any. The next three classes of features
the single human labeler is accurate enough. A second humgaa then derived from basic acoustic features: duration, energy,
labeler was askeql to do the same labels for the 30 min of testiey 1. All these parameters were normalized and theeore
speech. Comparison between the labels generated by the fApieq [ie., shifted to be zero-mean and normalized to the stan-
human labelers gave the data in the right column of Table ||, 4 deviationz, = (X —m,)/.] were used. Another class of
There apparently existed some nonzero mean boundary err ortant features is derived from the position of the boundaries

but s_|gn|f|cantly smaller than that p_roduced by the automatfgr the various units. The information includes the duration of
labeling processes. Therefore the alignment accuracy of hum)

n . : .
labelers was apparently not perfect. More test results regardtﬁle upper level unit (for example the prosodic group defined by

h . I 9 when determining B4 for a breath group), and the distance
ow the overall synthesized speech quality is dependent on L?h t boundarv f the beainni d th d of th
technigues discussed here will be presented later on in s@cie current boundary from the beginning and the end of the

; upper level unit. These features are measured both in seconds
tion VII. . .
and in number of syllables. The features mentioned above are
all derived from the acoustic information. Additional features
can be derived from the corresponding text transcription. The
locations of punctuation marks can be directly copied from the
In this research, only break indices were automatically léext. They are very useful for identifying B4 and B5. The word
beled at the end of each syllable. A feature veptas generated boundary is also very helpful, which can be obtained using a

IV. AUTOMATIC PROSODIC LABELING
FOR THE SPEECHCORPORA
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level 5111 31112 11 4 1211 5
|
i [ |v
level 1=5 1
LT ] T
<B2/> <B2/>
major
features(l); 3 phrase >
decision(l); <B3/>
1=1-1 4 <— breath group —>
5 e  <B4/>
prosodic group——>
J <B5/> <BS5,
Fig. 2. Multipass procedure for automatic prosodic labeling.

TABLE Il

THE SET OF FEATURES USED TO PERFORM THEAUTOMATIC PROSODIC

LABELING

criteria used. We found that although the consistency between
labelers was improved after the discussion, the less identifiable
categories remained unchanged. Most of the inconsistency oc-

Class | Symbols Descriptions curred in B1 versus B2 and B4 versus B5. Even after the dis-
Pause Pd pause duration cussion [in Table IV(b)], a total of 204 boundaries were labeled
Duration| Dp normalized duration of the preceding syllable a5 B1 by labeler A, but as B2 by labeler B. Also, 48 boundaries
gf normalized duration of the following syllable  \yarg |abeled as B5 by labeler A but as B4 by labeler B. This may
= r - Df/ Dp : imply that labeler A is more sensitive to global prosodic changes
nergy Ep normalized energy of the preceding syllable . . . .
Ef normalized energy of the following syllable and labeler B is more sensitive to finer local prosodic changes.
Er Ef/ Ep In any case, the reliability in human labeling is an important
Fo Fr normalized Fy reset issue, as was previously discussed in other research works for
Fb normalized Fy at the beginning of the following  other languages [42], [43]. For the tests for automatic prosodic
- - Sygabf“:h AT labeling to be described below, only the indices labeled by the
c normalize o al eend o € preceding syliaole H Ho H H
Position] TLn | Length (in seconds or number of syllables) of the labeler B were used in both training and testing for consistency
upper level unit puUrposes. . . .
BUBn | distance (seconds or syllables) from the Beginning The tests for automatic prosodic labeling were performed
of the upper level unit with a database of 599 paragraphs produced by the single male
EVEn | distance (seconds or syllables) from the end of the  speaker, 399 for training and 200 for testing. In the first ex-
upper level unit periment, only features derived from acoustic information were
Eu end of utterance used, and in the second experiment the second type of features
Text Pm punctuation mark . . .
Wb word boundary derived from transcribed texts (punctuation marks plus word

boundaries) were also included. Table V(a) and (b) are the con-
fusion matrices for the automatically obtained labels with re-

word segmentation program. This program identifies the woggpect to manual labels for these two experiments. The average
boundaries automatically from a string of Chinese charactengor rate is, respectively, 20.3% and 15.1%. The confusion can
(since there are no blanks between words in Chinese texts)bmeffectively reduced with the text derived features, as can be
this research, the word segmentation program developed eartibserved from Table V(a) and (b). This verifies the text infor-
in research of Chinese natural language processing was direatigtion is helpful for prosodic labeling. By comparing the la-
adopted. Most of the syllabic boundaries within a word are Bheling accuracy (the diagonal elements) between Tables 1V(b)
Only these two features, punctuation marks and word bourahid V(b), it is interesting to see that human labeling is not nec-
aries, derived from text transcription were used in this resear@ssarily always better than automatic labeling. For example,
although more information will probably be helpful.
Some investigation with respect to human labeling reliabilithe human labeler B, but only 64.3% of B2 indices labeled by
was performed first [42], [43]. 100 paragraphs of speech cdhe human labeler A were. Similarly for B3 (81.2% for auto-
pora were used in this preliminary test. Table IV is the commatic labeling and 78.8% for human labeler A). Although such

81.7% of automatically labeled B2 indices were consistent with

parison of the break indices labeled by two different human laemparison may not be rigorous because the testing paragraphs
belers A and B. Table IV(a) presents the independent labeliage different, but this indicated the accuracy achieved by the
results of the two labelers based on the proposed criteria; whaletomatic processes presented here is reasonable. The possible
Table IV(b) presents the labeling results of the same set of dag@ason is that the machine may be able to learn the consistency
after the two labelers compared their individual notes of labelirigr labeling, while human labelers really have different indi-
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TABLE IV
THE BREAK INDICES LABELED BY TwO LABELERS (A AND B) (a) BEFORE AND (b) AFTER
THE EXCHANGE OF THEIR INDIVIDUAL NOTES FORLABELING

(a) (b)
A A
B Bl B2 B3 B4 BS B Bl B2 B3 B4 BS
. 2041 | 114 16 2 4 Bl 2162 | 83 1 0 1
938% | 52% | 07% | 0.1% | 0.2% 96.2% | 37% | 0% | 0% | 0%
5o 205 | 394 87 2 0 204 | 422 30 0 0
29.8% | 57.3% | 12.6% | 03% | 0.0% B2 HSiiwlasalsen | oz | o%
B3 14 80 187 45 5 B3 5 45 330 36 3
42% | 24.2% | 56.5% | 13.6% | 15% 2% 1107% [ 783% | 36% 1 07%
4 0 1 67 163 | 108 5 : T3 e | 43
00% | 03% | 19.8% | 48.1% | 31.9% B4 0% 05% 121.0% | 566% | 21.9%
1 0 1 7 103 . - - -
BS 1 0 0 2 103
09% | 0% | 09% | 63% |92.0% BS
. - - - - 09% | 0% | 0% 19 [972%

TABLE V
CONFUSION MATRICES FORAUTOMATIC LABELING OF BREAK INDICES WITH RESPECT TOMANUAL LABELS: (a) EXPERIMENT 1 WITHOUT USING THE TEXT
DERIVED FEATURES AND (b) EXPERIMENT 2 USING THE TEXT DERIVED FEATURES

Manual Automatic Labels Total Manual Automatic Labels Total
Labels Bl B2 B3 B4 B5 Labels B1 B2 B3 B4 B5
Bl 3211 | 581 65 0 0 |[3857 Bl 3466 | 378 13 0 0 3857
83.2%)| (15.0) | 1.6%) | (0%) | (0%) (89.8%)| (9.8%) | (0.3%) | %) | (O%)
B2 113 | 809 84 7 5 1018 B2 98 832 78 8 2 1018
11.19%){(79.4%)| (8.2) | (0.7%) | (0.5%) 9.6%) |(81.7%)| (7.7%) | (0.8%) | (0.1%)
B3 14 71 487 35 21 628 B3 15 65 510 25 13 628
2.2) |(11.3%)|(77.5%)| (5.6%) | (3.3%) (2.3%) [(10.3%)|(81.2%)| (4.0%) | (2.5%)
B4 0 3 48 171 127 | 349 B4 0 4 34 186 125 | 349
0%) |(0.1%) | (13.8) |(49.0%)|(36.3%) 0%) | 1.1%) | (9.7%) |(53.2%)|(35.8%)
BS 0 0 17 76 304 | 397 B5 0 0 12 72 313 | 397
0%) | 0% | 4.2) | 19%) |(76.5%) 0%) | %) | (3.0%) |(18.1%)|(78.8%)
Total 3338 | 1464 | 701 289 | 457 | 6249 Total 3579 | 1279 | 647 291 453 | 6249
(a) experiment 1: (error rate 20.3%) (b) experiment 2: (error rate 15.1%)

vidual perception sensitivities. More test results regarding haw prosodic analysis, they require the input sentences to be
the overall synthesized speech quality is dependent on the tegtoperly parsed, and the cost is relatively high. In this research,
nigues discussed here will be presented later on in Section \itlwas found that prosodic phrasing simply based on statistical
analysis of part-of-speech tags can in fact produce reasonably
well synthesized speech [45]. This will be discussed in this
section.

The analysis started with a total of 44 Parts-of-Speech (POSs)

For any input text sentence, converting it into the corrg@rimarily derived from early studies on Chinese natural lan-
sponding prosodic structure including various levels of groupgage processing [48]. Because it is possible that not as many
phrases, and break indices will be a key for synthesizirgg all the 44 POSs are directly relevant to prosodic structures
speech signals with good naturalness and intelligibility. In thstudied here, it may be reasonable to cluster these 44 POSs into a
research, this is achieved hierarchically, just as the processaller number of groups. Such clustering may also increase the
that identified the break indices from the upper level units omaimber of samples in each group to be used in the following sta-
by one, as discussed previously [44], [45]. Because a Chingstical analysis. Three different approaches for grouping these
sentence is a string of characters without blanks indicatiRDSs were considered. The first approach, referred to here as
the word boundaries, the input text sentence needs to be fgghtactic grouping, used syntactic knowledge from human ex-
segmented into words. The segmented words should thenpeets for clustering, and a total of 26 groups of POSs was de-
tagged with the corresponding parts-of-speech. These procesaesl. The second approach, referred to as text-corpus grouping,
of word segmentation and parts-of-speech tagging have beeas based on the statistical behavior of the 44 POSs in the text
well studied [46], [47] and in this research such processesrpus. In this approach, a feature vector was defined for each
are adopted directly. Although syntactic structure of or evé?OS, whose components were the normalized frequency counts
semantic knowledge about the sentences are certainly helpftall the preceding and following POSs in the texts of the speech

V. AUTOMATIC GENERATION OF HIERARCHICAL PROSODIC
STRUCTURE FORTAGGED TEXT SENTENCES
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Cbb+Nd+Nb

Fig. 3. An example of “minor phrase lattice.”

database designed as mentioned previously. These feature est path obtained above in this way, the construction of “major
tors were then vector quantized and clustered, and a totalpbfrases” between two B3 indices can be performed in a similar
18 groups was obtained. Neither of the above two approachesy with a second dynamic programming procedure based on
used prosodic information from the speech corpus. The thiadable of “major phrase” patterns and the associated frequency
approach, referred to as speech-corpus grouping here, tried¢ores. This process can then be repeated to identify B4 indices
use some prosodic information from the speech corpus. In thisd so on, so as to construct all levels of prosodic phrases hier-
approach, anumber from0to 5 (0 for BO, 1 for B1, ... 5 for B5archically bottom-up. B5 indices, on the other hand, are directly
was first assigned to each break index. For each POS, the migkemtified from the punctuation marks.

values of these numbers were then evaluated for the two boundSome experiments were performed to test the effective-
aries on both sides of all the words corresponding to the POSiess of the above approaches. 599 paragraphs in the speech
the speech corpus. These mean values were finally added todbipus were tested, 500 for training and 99 for testing. First,
feature vectors of the POSs constructed in the second approdlel. three different POS grouping methods mentioned above
The rest of the third approach is almost identical to the secomgre compared, and the results of labeling accuracy with
approach, and a total of 18 groups was obtained. The relatiespect to manual labeling for B2, B3, B4 all together are
effectiveness of these three approaches will be tested in the lested in Table Vi(a). From the table, it can be seen that the
periments to be discussed later on. speech-corpus grouping including the information derived

According to the six levels of break indices mentioned prdlom the speech corpus achieved the highest accuracy. This
viously, BO almost does not exist in the speech corpus of red#y imply that it is not easy to predict precisely the prosodic
speech used here, and B1 is marked at the end of each syll&§lEases from the syntactic structures only. In fact, similar to
(or character). So the firstimportant lower level index is B2 arfgkPeriences with other languages, it was found in this research
the unit between two B2 indices is the “minor phrase.” Afteihat the prosodic phrase breaks do not necessarily coincide with
the POSs were classified as discussed above, the patterns foFiReSyntactic phrase boundaries, and the relationship between
groups of POSs within a “minor phrase” (for exampletj + N prosody and syntax is still not yet well understood. The detailed
Adv+V, N+N+ N, etc.) between two B2 indices recorded irponfusion table for the obtained break indices was listed in
the speech corpus labeled previously were collected and used@gle VI(b). It can be seen from Table VI(b) that the B2 Lndlces
construct a “minor phrase table.” Frequencies of occurrenceGuld be identified with the highest accuracy of 85.7%, and

the speech corpus for all these patterns of “minor phrases” w&Men for the worst case of B4 indices, an accuracy of 78.7%
also recorded in the table. was achieved. Unfortunately, it is not easy to compare the

erformance with other reported results [49], [50] due to the
differences in the languages and the corpora used. An important

table” b hieved ol The text ¢ ! f.%%%sideration in evaluating the approach is that the prosodic
able” can be achieved as lollows. The ext sentence IS Migh 4qe structure of a given text sentence is not necessarily

'sj%;;nented mto_a ;equeniehofdwq:ﬁstr:mth I;ggs ta':?ged._ ut?que. A human speaker can easily produce a sentence in
s sequence 1 ”en matched wi ose patterns INdQGaral different ways without altering the naturalness or the
minor phrase table.” Because very often there can be more t

¢ tth i int h “mi h t}ﬁ@aning. There are still many questions unanswered in this
one way fo segment e Sentence Into such minor prases %téa. More test results regarding how the overall synthesized

The identification of the B2 indices and the “minor phrase
for an arbitrary text sentence based on the above “minor phr

thse listed in Jf,he minor phrase table,” a lattice of possib eech quality is dependent on the techniques discussed here
minor phrases” for the sentence can be constructed. A typz, oo presented later on in Section V|

ical example of such a lattice can be found in Fig. 3. A dy-
namic programming procedure is then used to determine the
best path in the lattice based on the scores obtained from the fre-
quencies of occurrence of the “minor phrases.” Longer “minor When the prosodic phrase structure for an arbitrary input
phrases” are preferred in this procedure and weights for highiext sentence is obtained as described above, the next process
priority are given. This is based on the experiences that longeito select the appropriate voice units from the speech corpus
phrases very often represent more probable structures. Afteréimel concatenate these units together to obtain the synthesized
“minor phrases” and B2 indices have been determined from thpeech waveform [51]-[53]. This is discussed in this section.

VI. VOICE UNIT SELECTION AND CONCATENATION
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TABLE VI
TESTING RESULTS FORAUTOMATIC GENERATION OF BREAK INDICES FROM
TAGGED TEXTS: (a) LABELING ACCURACY FORDIFFERENTPOS ROUPING
APPROACHES AND (b) DETAILED CONFUSION TABLE AMONG B2, B3

TABLE ViII

489

THE LINGUISTIC/SYMBOLIC FEATURES USED TO SPECIFY EACH
INITIAL/FINAL U NIT IN THE SPEECHCORPORA

AND B4 FOR SPEECHCORPUSGROUPING Symbol Description Total Number
(a) SID Syllable identity 408 syllables
POS Grouping Approaches Prosodic Labeling Accuracy PCP Preceding phoneme class 8 types
- - PCF Following phoneme class 12 types
(1) syntactic grouping: 26 groups . 809% W ——
_ () textcorpus grouping: 18growps | 783% Location in the word 3 types
(3) speech-corpus grouping: 18 groups 83.1% LPl Location in the minor phrase 3 types
(b) LP2 Location in the major phrase 3 types
"T>-.__ Automatically LP3 Location in the breath group 3 types
M I Ll; \l\['a*fbel"'d B2 B3 B4 TID Tone identity 5(=4+1) tones
ANaTy e -, TIDP Preceding tone identity 6(5+beginning)
B2 8.1% | 105% 38% TIDF Following tone identit 6(5+ending)
B3 . 108% 812%  80% £ 7one [Cemty encing
B4 4.6% 16.7% 78.7% BP The preceding break index 6 types
BF The following break index 6 types
PM Punctuation mark 4 types

First, an indexing file was generated for each INITIAL/FINAL

unit in the SpeeCh corpus to be used for selection and SyntheSiSA/hen the above two selection processes are Comp|eted, the
Two sets of information were included in the file. The first iselected candidates of waveform units are further verified by
the linguistic/symbolic features such as the phonetic identitiefe selected prosodic parameter sets before concatenation. The
tonal identities, and other position and contextual informatiGggrification process is described below:
inClUding those with respect to different levels of break indices l) Evaluate a distance measure between the selected wave-
in the prOSOdiC structure. These ”nguistiC/SymbO”C features Ftm units and the selected prosodic parameter sets. Remove
listed in Table VII. Some of these features have to do with thge waveform units with distance measures above a threshold
segmental properties of the units, some with the prosodic paraiiess there is only one unit left.
eters, and some with both. The other set of information is the) The selected candidate waveform units for the desired text
acoustic and prosodic parameters includiigvalues, energy sentence are listed to construct a synthesis unit lattice, i.e., there
values, duration, etc. plus the cepstral parameters. Many of thg{By be more than one waveform units for a desired voice seg-
were derived with ESPS tools. For the input text sentence to ﬁ'@nt Choose a path in the lattice that minimizes the concate-
converted into speech, after the prosodic structure and breakigtion cost, which is defined as the sum of the cost functions
dices are determined as discussed previously, an indexing l§culated for all the concatenation points along the path.
of linguistic/symbolic features just as those in Table VII was 3) Modify the units on the path obtained in step 2) which have
also generatEd for each INITIAL/FINAL unit in the desired teX{he distance measures obtained in Step 1) above some pre_de_
sentence. This sequence of indexing files of linguistic/symbolged threshold with TD-PSOLA based on the selected prosodic
features for the desired text sentence is thus the input tothe quameter sets. The sequence of the f|na_||y obtained waveform
unit selection process to be discussed below. The selected ugiifis are then concatenated and smoothed as the output speech.
can be an INITIAL/FINAL unit, a syllable, a syllable plus apre- The complete voice unit selection and concatenation process
ceding FINAL and/or a following INITIAL, or any longer units js shown in a diagram in Fig. 4.
which may include a few syllables and so on. There are three types of concatenation and smoothing pro-
For a sequence of input indexing files of linguistic/symbolicesses for the waveform units obtained above:
features for the desired text sentence, both a sequence of wavd) Hard concatenation: Simply put two units together directly
form units and a sequence of desired prosodic parameter setd no smoothing is needed. This is used when the beginning
are to be selected. This is because the speech corpus mayiNBEIAL in the second unit is a plosive or an affricate, as in an
be large enough, and the best matched waveform unit may emample shown in Fig. 5(a).
have exactly the desired prosodic characteristics. In that cas@) Soft concatenation: The concatenation is smoothed by in-
the prosodic characteristics of the selected waveform units mayding the transition parts from both sides. A certain amount
need to be modified based on the selected prosodic paramefeverlap between the two waveform units makes the transition
sets. Therefore two selection processes have to be perfornsdooth. This is used for the concatenation of any two syllables,
one for the waveform units and one for the prosodic parametkthe hard concatenation condition mentioned above cannot be
sets. In both cases a lazy decision tree selection algorithm vegplied, as in an example in Fig. 5(b).
developed, in which the selection is to trace along a path in a3) INITIAL—FINAL concatenation: This is used when no syl-
tree to find the set of best candidates based on some error miable waveform that matches the requirements can be found
sures [51], [52]. In both cases the error measures are evaluatethe speech corpus. In this case an INITIAL and a FINAL
based on the linguistic/symbolic features as listed in Table VAre concatenated to construct a syllable, as in an example in
for the desired text sentence. Fig. 5(c). Overlapping and smoothing are needed.
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speech corpora

acoustic and
prosodic
parameters

linguistic/
symbolic

features

h“g“lis'i‘.d prosodic prosodic prosodic.
S mt olic parameter set parameter characteristics
eatures selection set modification
of desired
text
sentence waveform unit waveform “ output
selection  [_g units > speech
verification
Fig. 4. \Voice unit selection and concatenation.
(a)

Hard concatenation
s
/ke-4/(% ,guest) Mi-2/($&, lift) /ke-4/ /ti-2/(GR7H, subject)
(b)

Soft concatenation:

MWWWWW

fi-1/ lu-4/(7K¥), clothing)  /jii-2/ /wei-2/(Fz 5, very)  /i-1/ /wei-2/(—#ff,one-dimensional)

©
INITIAL - FINAL
concatenation

—| (NREEN l 'i"" lllillll L

B “WW (i

/jiin-1/ (£, gold) /pin-3/(, quality) /jinn-3/ (8%, tough)
Fig. 5. Three types of unit concatenation and smoothing.
VII. PROTOTYPE SYSTEM AND PRELIMINARY when the program is executed. The text input is converted into

PERFORMANCEASSESSMENT a word sequence with POSs tagged by a text analysis module.

The rest is exactly the same as described above. The processing

A prototype system based on the above corpus-badede needed for synthesizing a speech paragraph is in general
text-to-speech synthesis technologies for Mandarin Chinesteorter than the length of the speech paragraph, therefore
has been implemented. The system can accept Chinese teat-time synthesis is realizable if a reasonable synchronous
input in BIG5 format, and output the speech from the speakers&rheme is applied.
in waveform files. The basic hardware requirement is a PentiumThe performance assessment is a much more difficult part.
PC(300 MHz) with 64 Mbytes RAM, 1 Gbytes hard disk and he individual performance of each modular component [54],
a 16-bit sound card. The OS could be Windows95 or Window85], such as the automatic phonetic/prosodic labeling and
NT. There are about 630 Mbytes of speech data. The extractbd automatic assignment of break indices for a desired text
linguistic/symbolic features as well as acoustic and prosodientence, can be tested as reported in the previous sections.
parameters are about 25 Mbytes and the lexicon is abdidwever, the assessment of the overall synthesized speech
5 Mbytes. The lexicon, the linguistic/symbolic features, and tlgguality, or identifying how such quality is dependent on the
acoustic and prosodic parameters are loaded into the memapproaches used in each individual modular component, is
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much more challenging. This is also true even for western TABLE VIl
; ; ; : BJECTIVE QUALITY RATING STATISTICS OBTAINED IN THE 3 EXPERIMENTS
tnersfore.Subjectve [40], [43], Substantial efote have. baett) ) ) W Sx SISl CouPoumaTon ). (9. (0 (@ (0 and

made to develop good methodologies for such purposes. Tl Subjective Quality Rating Statistics
primary approaches include subjective tests by enough numb  g,periments System
of listeners, side-by-side comparative tests among differel Configurations Mean Standard Deviation
systems, providing real-time access to many systems via W«
and so on, with target criteria including intelligibility and (;)automatic (a) Baseline 341 0.15
naturalness [56]-[59]. There exist various difficulties here Phonetic i
First, very few systems for Mandarin Chinese are actuall  Labeling | (®Fluslterative 1, 0.17
accessible for comparison and academic testing. Secor Correction Rules
different corpus-based systems, even with Mandarin Chine (c) Hierarchical
and accessible for testing, are based on corpora of differe ), omaic without Text 3.55 0.17
sizes, different design, produced by different speakers wit  prosodic Features
different prosody, in addition to being processed by differentse  Labeling | (d) Hierarchical Plus
of technologies. So the comparison results, even if obtainabl Text Features 361 0.14
may not be able to provide too much information. Thirdly,
comparison with systems based on different approache (3)pos (e) Text-corpus 357 0.16
for example rule-based approaches, tells even less since {  Grouping in Grouping
systems are fundamentally quite different. Automatic

Even with the above difficulties, some preliminary perfor- ~ Prosody | (f) Speech-corpus 3.67 0.17
mance evaluation was conducted on this prototype syste  Ceneration Grouping

to see how the technologies mentioned here jointly provide
the synthesized speech quality. In a regular classroom setting
without using earphones, synthesized speech from the sys@i@netic labeling were used. For each paragraph out of the 20
was played to a total pool of 40 subjects, all of them undementioned above, three versions of speech were played to the
graduate university students. The subjects were asked to gubjects. The first was the natural speech produced by the same
what they heard in the following experiments. A set of 201ale speaker who produced the speech for the TTS inventory.
paragraphs of texts were used. They were manually selected B¢ subjects were told that this was the upper bound reference
of 120 paragraphs randomly extracted from daily newspapd&yih a rating 5.0. The next two versions were those synthesized
and magazines published in Taiwan. The only criterion for they the system configuration (a) (the “baseline system”) and (b)
manual selection was to try to avoid too many repeated phraée#h iterative correction rules). The 40 subjects were divided
or sentence structures in the 20 paragraphs. The length of théée two groups of 20 subjects each, in which the two versions
paragraphs ranged from 12 to 30 syllables. of synthesized speech were played in different order. The sub-
A series of three experiments (1) (2) (3) were performed, wifCts were not informed which version was produced by which
purposes to evaluate how the overall synthesized speech qualit§tem configuration, but simply asked to provide a rating for
is related to, respectively, the automatic phonetic labeling, a&Preech quality from 1.0 to 5.0, with 5.0 representing the upper
tomatic prosodic labeling and POS grouping techniques usedipund of the natural speech. In order to avoid too large variance
prosodic structure generation discussed here in this paper [40]the scores provided by the subjects, the subjects were told
A “baseline system” primarily based on conventional corpu#hat reasonable scores for the synthesized speech may be be-
based TTS technologies was first constructed. This includageen 3.0 and 4.0, although they were actually allowed to give
the conventional automatic phonetic labeling approach as méfy scores between 1.0 and 5.0. The results are listed in the first
tioned in Section lll and shown in Fig. 1(a) without iterativéwo rows of Table VIII. It can be found that with the iterative
correction rules, the automatic prosodic labeling approach pggrrection rules the mean score was slightly improved, although
viously proposed based on hidden Markov models [41] withot@ & very limited extent as compared to the standard deviation
using the hierarchical approach, the prosodic structure genefm_the scores. As can be found that the standard deviation here
tion based on 26 POS groups simply using syntactic knowledigenot very large, probably because the subjects were told that
from human experts as described in Section V, plus the speél@ﬁ reasonable scores were between 3.0 and 4.0. This may also
corpora design proposed in this paper as described in Sectio@ the reason why the mean score is not very far from 3.5. Note
and the unit selection and concatenation approaches develoféd the difference in the mean scores for configurations (a) and
in this paper as described in Section VI. Experiment (1) w4B) may not be significant. All can be said is that configuration
to test the dependence of the overall synthesized speech quélyseems to be slightly better in average.
on the iterative correction rules in automatic phonetic labeling Experiment (2) was conducted a few days later after the Ex-
[discussed in Section Il and shown in Fig. 1(b)] alone, ther@eriment (1) described above, with a purpose of testing the de-
fore the above “baseline system” [referred to as system cgrendence of the overall synthesized speech quality on the hi-
figuration (a) here] was compared to a “system configuraticararchical automatic prosodic labeling approaches discussed in
(b),” in which everything was exactly the same as the “bas&ection IV, based on the slightly better system configuration (b)
line system,” except the iterative correction rules for automatibtained in Experiment (1). Two versions of speech were first
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played to the subjects as references. The first was the natuhéd paper, as well as unit selection/concatenation approaches
speech with given rating 5, and the second was that produceddeyeloped in this paper, but other modular components of the
system configuration (b) including a rating given by each indsystem configuration (a) was conventional.
vidual subject himself a few days before. Next played were two It should be pointed out here that it seems not easy for a
versions of speech synthesized by system configurations (c) authject to compare too many different versions of synthesized
(d), in which everything is exactly the same as in system cospeech perceptually at the same time. This is why here we di-
figuration (b), except the prosodic labeling was done using th@ed the tests into three separate experiments, in each of which
hierarchical approach proposed in this paper. System configutly a few versions of synthesized speech were compared, plus
ration (c) used only the parameters derived from the acoussiome reference scores for the prior experiment given. This may
signals [just as those in Table V(a)], while system configuratidme an approach to obtain incremental improvements for each
(d) used the parameters derived from texts in addition [just a®dular component. However, with the three separate experi-
those in Table V(b)]. These two versions of speech were playegents, it may not make too much sense to compare the mean
to two groups of 20 subjects each with different order. They weseores for the final system [3.67 for configuration (f)] and the
asked to give the rating based on the two references. The reshiéiseline system [3.41 for configuration (a)] directly. In other
are listed in the next two rows of Table VIII. It can be foundvords, if the two versions of synthesized speech for config-
that the mean scores were again slightly improved with the hirations (f) and (a) were compared in another experiment di-
erarchical prosodic structure although the difference is not vamectly, the results may be quite different. But the point here is
significant, and the use of parameters derived from texts wasshow that with the incremental improvements provided by
even slightly better. Note that the standard deviation here is altifferent modular components (though not very significant for
relatively small, probably because the two reference scores [Bdch individual case), the final system was actually improved
for natural speech and the scores the subjects themselves gaep-by-step. With these difficulties in speech quality assess-
for system configuration (b)] were given before the tests.  ment, the authors are planning to construct a Website demon-
Experiment (3) was conducted again a few days later aftgrating synthesized speech samples used in the experiments in
the Experiment (2), with a purpose of testing the dependeriEable VIl after the paper is published, so that the readers will
of the overall synthesized speech quality on the POS groupibg able to assess the synthesized speech quality perceptually by
techniques used in prosodic structure generation discussedhiemselves, aslong as they are able to listen to Mandarin speech.
Section V, based on the slightly better system configuration
(d) obtained in Experiment (2). Just as in Experiment (2),
two versions of speech were first played to the subjects as VIII. CONCLUDING REMARKS
references. The first was the natural speech with given rating
5.0, and the second was that produced by system configuratioft has been well known that there are many structural fea-
(d) including a rating given by each individual subject himsetfires of Mandarin Chinese. The tonal aspect has been one usu-
a few days before. Next played were two versions of speealy considered first, and tone Sandhi was often taken as a core
synthesized by system configurations (e) and (f), in whigthenomenon for prosody studies in Mandarin Chinese. In this
everything was exactly the same as in system configuratiocgsearch, it was found from the experiences in manual labeling
(d), except the POS grouping used in the prosodic structwkspeech corpora that the hierarchical structure may provide a
generation was different. System configuration (e) used thetter global picture of prosody in Mandarin Chinese, while the
text-corpus grouping approach while system configuration ®ne Sandhi reflects the local prosody behavior. By testing with
used the speech-corpus grouping approach as discussethénprototype system, it was easily verified that almost all tone
Section V and shown in Table Vi(a). The two versions werBandhi phenomena were automatically produced in the prosody
again played in different order to two groups of subjects. Tharucture generated by the proposed approach, although no spe-
results are listed in the last two rows of Table VIII. It was foundial efforts or considerations for tone Sandhi were ever made.
that the text-corpus grouping [used in system configuratidrhis verified that the technologies developed here provided a
(e)] did not necessarily provide better synthesized spedoétter overall picture of prosody in Mandarin Chinese, although
quality as compared to the syntactic grouping based on hunthare are still many questions unanswered. On the other hand,
knowledge [used in system configurations (a)—(d)]. Howeveahe monosyllabic structure and character/syllable mapping rela-
the speech-corpus grouping [used in system configuratitan is another key structural feature of Mandarin Chinese, on
(] including information obtained from the speech corpusshich many prior text-to-speech systems have been based. In
provided slightly better synthesized speech quality, althougfie approaches presented in this paper, however, the waveform
the difference is not very significant either. This is in goodnits selected from the corpus very often have time spans across
agreement with the results in Table VI(a). Again, it can bgyllable boundaries, as can be easily observed in the prototype
noted that the standard deviation here is relativity small. Systaystem. It was also found from the experiences in manual la-
configuration (f) represents the integration of all technologidgling of speech corpora that the hierarchical structure seems
proposed in this paper, and was shown in the tests here wittplay a much more important role than the individual syllable
improved synthesized speech quality as compared to systetnucture in the prosody of Mandarin Chinese, although the char-
configuration (a), or the “baseline system.” Note that thacter/syllable mapping relation is always a key factor in TTS for
system configuration (a) was also based on exactly the samandarin Chinese. It can be easily found throughout this paper
corpus developed by the corpus design principles mentionedhiat many of such well-known structural features of Mandarin
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Chinese have in fact been carefully considered, from corpus dgzs]
sign to automatic labeling, from prosodic structure generation

to waveform unit selection, although a completely new set of
technologies were actually developed here.
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