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Abstract 
Mandarin Chinese fluent speech prosody is characterized by a 
hierarchical multiple-phrase structure that specifies how 
speech paragraphs are constituted via Prosodic Phrase 
Grouping. Hence we view spoken discourse prosody as yet 
another higher node treats PGs (Prosodic Phrase Groups) as 
sister constituents. The goals of present study are two fold: 
one is to study how speech paragraphs are connected in speech 
flow; another is to derive prosody prediction from text 
analysis. Investigating cross-phrase F0 range narrowing and 
F0 reset with boundary information, we further conducted 
corresponding text analysis for prosody prediction. Results 
revealed two types of PG connectors, one is redundant 
Prosodic Fillers (PF) that are mostly duration triggered and 
manifested through narrowed F0 ranges; another is obligatory 
Discourse Markers (DM) that are lexically and/or syntactically 
triggered and manifested through widened F0 ranges and 
resets. Both could be predicted from text analysis. We believe 
this is a significant step forward towards understanding the 
organization of discourse prosody. It could also be applied to 
speech synthesis and/or unlimited TTS for prosody 
enhancement.   

1. Introduction 
In the hierarchical fluent speech prosody framework we 
proposed [1, 2], we focused on establishing cross-phrase 
prosodic relationships of speech paragraphs in narratives 
and/or spoken discourse, and treated Prosodic Phrase Group 
(PG) as a speech unit where phrases under grouping became 
prosodic sister constituents thus requiring individual phrase 
intonations to systematically adjust and modify. The hierarchy 
also specifies layered contributions that cumulatively make up 
output prosody. In short, the PG framework is based on 
perceived units located inside different levels of boundary 
breaks across speech flow, and specifies boundary breaks 
systematically as well. It also specifies how respective levels 
of prosodic units and boundary breaks cumulatively contribute 
to final prosody output. By the same logic, we view narratives 
and discourse prosody as yet another higher node/layer that 
associates PGs into sister constituents. The question then is 
what some of the prosodic features of narratives and spoken 
discourse are and how we could systematically account for the 
derivation of discourse output prosody from multiple-speech 
paragraphs.  
Based on the PG framework described above, we have further 
investigated the acoustic domains of prosodic characteristics 
within and across PGs in narratives. In an earlier study [3] of 
F0 range variation and F0 reset locations, we found that PGs 
may sometimes begin with a short period of F0 narrowing 
while the PG-initial phrase typified by a F0 reset was shifted 
forward to the next following phrase. We called these 

transitional prosodic words (PW) or prosodic phrases (PPh) 
Discourse Markers (DM), and claimed that they were prosodic 
fillers that can be deleted from speech flow. In the following 
presentation, we will show that further analyses of transitional 
PW or PPh also revealed widened F0 range with noticeable F0 
reset, thus further thus revised our definition by distinguishing 
Prosodic Fillers (PF) from DM.  In addition, we added 
corresponding text analyses of PF and DM and found 
interestingly, both could be predicted from text. Together with 
prediction of boundaries and boundary breaks, prosody 
prediction from text analysis now accommodated more and 
more prosodic features.  
Figure 1 is a schematic representation of how the afore-
mentioned multi-phrase prosodic framework PG could be 
elaborated to further accommodate building-up of narratives 
or spoken discourse, and how the framework accommodates 
PF and DM. Units postulated were perceived prosodic entities 
rather than phonetic and/or phonological components. From 
bottom up, the layered nodes are syllables (SYL), prosodic 
words (PW), prosodic phrases (PPh) or utterances, breath 
group (BG) and prosodic phrase groups (PG). These 
constituents are, respectively, associated with break indices 
B1 to B5 (not shown in Figure 1 due to space limit.). B1 
denotes syllable boundary at the SYL layer where usually no 
perceived pauses actually exist; B2 a perceived minor break at 
the PW layer; B3 a perceived major break at the PPhs layer; 
B4 when the speaker is out of breath and takes a full breath 
and breaks at the BG layer; and B5 when a perceived trailing-
to-a-final-end occurs and the longest break follows. A 
corresponding modular acoustic model had been constructed 
[2]. When a speech paragraph is relatively short and does not 
exceed the speaker’s breathing cycle, the top two layers BG 
and PG collapse into one layer, namely, the PG layer. This 
hierarchical prosodic framework not only takes into 
consideration physiological constraint of breathing as well as 
cognitive constraint of speech planning, but also accounts for 
layered contributions from each prosodic level that 
cumulatively derive the overall prosodic output of multiple-
phrase speech paragraphs.  
 



 
Figure 1: A schematic representation of how PGs form spoken 

discourse and where DM (Discourse Marker) and PF 
(Prosodic Filler) are located. 

2. Materials  
Speech data and corresponding text are analyzed and 
compared. Mandarin Chinese speech data from one male 
(M051P) and one female (F051P) speakers were used (Sinica 
COSPRO Database [4]) was analyzed. Both speakers are 
radio announcer by profession and aged under 35 at the time 
of recording. Each speaker read text of 26 discourses (11602 
syllables in total at 85 to 981 characters per paragraph) in 
sound proof chambers at normal speaking rate of 200 
ms/syllable. Pre-analysis annotation included automatically 
labeled segmental identities by the HTK toolkit in SAMPA-T 
notation, followed by subsequent manual tagged boundary 
breaks and manual spot-checked segmental alignments by 
trained transcribers using the Sinica COSPRO Toolkit [3]. 
The extracted features including pause, duration, F0, and 
intensity of the speech data had been normalized. Text of the 
26 discourses was also analyzed for boundary breaks and 
compared with speech analysis results. 

3. Method and Analysis  

3.1. Overall F0 Range Narrowing vs. Widening 

Our focus was on how successions of PGs or BGs across 
spoken discourse, in particular, whether any transitional units 
exist in between. Figures 2(a) and 2(b) are examples of speech 
data where portions of the final end of a preceding PG and the 
initial portion of the following PG are shown. The yellowed 
block indicates a transitional phrase between the PGs. Figure 2 
(a) illustrates a transitional phrase with widened F0 range 
whereas Figure 3 illustrates a transitional phrase with 
narrowed F0 range.  

 
(a) A connective phrase with relative wider F0 range 

 
     (b) A connective phrase with relative narrower F0 range 
 

Figure 2: The transitional phrase between PGs as shown in 
yellow block shows it could be produced with either wider F0 

as in (a) or narrower F0 range as in (b). 

3.2. Acoustic Analysis of Speech Data 

In an earlier study [3] we observed that F0 range narrowing 
sometimes occurred after a PG boundary. If we treat the 
narrowed section as PG-initial phrase, then contrary to BG- or 
PG-initial prosodic specifications [1, 2], no apparent F0 reset 
occurred. Figure 3 shows two F0 contours: 1. Solid line 
represents normal or regular PG strings, namely, no F0 range 
narrowing between two BG’s/PG’s. Or, no F0 range 
narrowing occurred after PG-final or BG-final. 2. Dotted line 
represents PG strings where narrower F0 range and smaller F0 
reset after PG-final or BG-final boundaries.  We observed one 
parameter that defined these narrowed F0 ranges in the F0 
contour in Figure 3. F0△ Head is the difference between the 
maximum values of the second F0 contour and the third F0 
contour in the speech flow.  When F0△ Head is smaller than -
1.5, as illustrated by the dotted red line in Figure 3, we define 
it as a PF. We reported that the semantic load of PF is 
insignificant and could be removed from speech without 
causing confusion [3].  
Now we further define that when △F0head is bigger than -0.3, 
as illustrated in blue, we define the phrase with widened range 
as a DM.  

 
 

 
Figure 3: A schematic representation for consecutive PGs with 

and without a transitional phrase.  
We note here that PF and DM assume different roles in 
discourse prosody. PF appears to be more surface prosodic 
variation, its function more like filled pauses. DM appears to 
be attention-calling devices used by speakers to draw attention; 
its function thus both prosodic and semantic. Both PF and 
DM are transitions that connect PGs and are therefore major 
boundary features of discourse prosody.  
 



3.3. Boundary Effect on F0 Reset 

In this section, we compare preceding PG boundary effect on 
following F0 reset with and without transitions. We defined 
the value of F0 reset as the difference between the maximum 
F0 values of a PG-initial or BG-initial and the minimum F0 
values of the preceding PG-final or BG-final. When a 
transition PPh appears after a BG- or PG-final, maximum F0 
value often moved to next PPh, namely, the second F0 contour 
of dotted line in Figure 4.  

 
Figure 4: Schematic representation of F0 reset in normal and 

transitional phrases  
Figure 4 also illustrates how we compared F0 reset of the 
boundary information between two PGs with and without 
transitional phrases. In other words, when two PGs occurred in 
succession without filler as transition, the F0 reset after a PG 
boundary is the reset of another PG-initial. When a filler 
transition occurred between PGs, we defined F0 reset at the 
phrase after the filler which was in fact the initial phrase of the 
following PG.  
Figure 5 shows the comparison of F0 reset with and without 
transitional phrases for both speakers.  
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Figure 5: Comparison of F0 reset between normal and 
transitional situations from two speakers (a) M051 and (b) 
F051  
 
Both the male and female speakers exhibited similar reset 
patterns in conditions with and without transitions shown in 
Figure 5. Filler transitions occurred in speech data produced 
by both speakers. Therefore it would be interesting to further 
study the semantic and grammatical properties of these 
transitions through corresponding text analysis.  
 

3.4. Text Analysis to Predict PFs and DMs 

Text analysis of the 26 discourses was performed, focusing on 
fillers and markers in relation to lexical, syntactic and 
discourse structure.  

3.4.1. PF 

Lexical and syntactic analyses of corresponding text showed 
that PF demonstrated the following features: 
(1.) Semantically triggered fillers. When a post-B4 or B5 PPh 
contains lexical items meaning “說 say”, “指出 point out”, or 
“ 表 示 indicate”, concrete content usually follows, and in 
speech it is likely to produce these lexical items with narrowed 
F0 range. In speech, this implies the upcoming of concrete 
contents. Figure 6 is an example.  

 
Figure 6: An example from speaker M051P where yellowed 
background indicates filler “they point out”. Note how F0 

reset occurred during filler.  
 
(2.) Syntactically triggered fillers. When a prepositional 
phrase occurred at post-B4 or B5 PW or PPh is, it is usually 
followed by the main phrase of a sentence. The prepositional 
phrase tended to be produced with narrowed F0 ranges in 
speech and hence a PF while the following main phrase would 
usually receive more stress and begin with a F0 reset. Figure 7 
is an example where the PF is an 8-character phrase.  

 
Figure 7: An example from speaker M051P where yellowed 

background indicates prosodic filler “on the ground as an 
educator”. Note how F0 reset occurs after the filler. 

 
(3.) Duration triggered fillers. When a post-B4 or B5 PW or 
PPh is a short word, usually 2 to 3 syllables at most, it is 
usually produced with narrowed F0 range in speech. The 
reason may perhaps be the fact that when short PW that ix not 
the focal point of expression it could become fillers in speech. 
Figure 8 is an example. 

 
Figure 8: An example from speaker M051P where yellowed 
background indicates prosodic filler “today”. Note how F0 

reset occurs after the filler. 



3.4.2. DM 

Transitional words and phrases such as “but, however, at the 
same time, by the same logic…” that connects two parallel 
structures are usually produced as DM. These features could 
easily be derived from lexical analysis. When transitional 
words occurred after a paragraph boundary usually signaled 
by punctuation mark period in text, and after BG or PG 
boundary B4 or B5 in speech, they could be cue phrases to 
signal contrast and call attention, and therefore are produced 
with widened F0 range and even reset. Figure 9 is an example. 

 

 
 

Figure 9: An example from speaker M051P where yellowed 
background indicates discourse mark “in the same way”. Note 

the main phrase occurs after the mark. 
 

3.5. F0 Range in Speech vs. Punctuation Marks in Text 

Corresponding text analysis vs. speech data also included 
punctuation marks. Our hypothesis is that when reading text, 
punctuation serves as indicators of speech planning, in 
particular boundary and boundary breaks, and therefore may 
affect F0 range variation in speech output. We found that the 
punctuation mark colon in text tended to trigger the preceding 
phrase to become a PF in speech as Figure 10 illustrates.  

 
Figure 10: An example from speaker M051P where yellowed 

background indicates prosodic filler “then”. 
 
 

Comparisons are made between punctuation analysis and 
speech data, as shown in Figures 11 and 12. 
 

 
                     (a)                                            (b) 
Figure 11: Comparison of punctuations and speech data for 
two speakers. Blue lines indicate distribution of relative short 

portion of speech data with wider F0 range where in text it is 
an actual initial of a new paragraph which is preceded by a 
period and followed by a comma. Red lines indicate the 
distribution of relative short portion of speech data with 
narrower F0 range where transitional word or phrase between 
a preceding period and a following colon. 

 

 
Figure 12: Comparison of punctuations and speech data for 
two speakers. Blue lines indicate distribution of relative short 
portion of speech data with wider F0 range where in text it is 
an actual initial of a new paragraph which is preceded by a 
period and followed by a comma. Red lines indicate the 
distribution of relative short portion of speech data with 
narrower F0 range where transitional word or phrase between 
a preceding and a following period. In other words, a 
transitional sentence between two long paragraphs in text.  
 
These results were then used to build a model to predict PFs 
and DMs from text for speech synthesis application. 

3.6. Constructing a Model to Predict PFs and DMs from 
Text   

We reported earlier [3] that discourses markers carried little 
linguistic/semantic weight and are optional in speech. 
However, analyses presented above demonstrated that only 
duration-triggered fillers would not cause the sentence to 
become ill-formed whereas semantic and syntactic fillers 
would. Therefore, duration PF [5] is optional prosodic 
enhancers but other PFs and DMs carry different degree of 
semantic and/or syntactic loads as well. Hence we further 
experimented whether it was possible to predict DM and PF 
from text as part of prosody prediction. Figure 13 illustrates 
how we integrated the analyses performed to build the 
prediction model. 

 
 

Figure 13. The upper column summarizes acoustic analyses 
(shown in read block) and text analyses (shown in blue block) 

performed; the lower column summarizes how a prediction 



model utilizes both results to further constructing a prediction 
model for PF and DM. 

 
A rule-based model was constructed to predict two levels of 
fillers from text. Figure 14 summarizes the algorithm: 

 
Figure 14: Procedures to predict two levels of transitions PF 
and DM. 
 
Predictions are two-fold. The model first specifies prediction 
of boundaries and breaks, then further predicts where DM and 
PF may occur. In Step (1) we read in text of a multiple-phrase 
paragraph with punctuations to predict boundary breaks B1 to 
B5. Elaborating an earlier statistical model [6] that predicted 
one level of boundary break (B2), we further predicted all 5 
boundary breaks, thus converting the text with punctuations 
only into text with predicted boundary breaks. In Sept (2) the 
algorithm checks every PPh to see whether it is a cue phrase 
such as “不過 however”, “但是 but”, “在 in….” “而 save 
for....”, “說 say”, “表示 state, indicate”…etc. (See 3.1(1.)) add 
to the candidate lists. In Step (3) we determine whether a 
candidate is PF or DM. To avoid unrelated uses of cue phrase, 
we also use parts of speech as constraints. The end result after 
applying these three steps are now text with five levels of 
boundary breaks and two levels of discourse transitions PF 
and DM.  
 

4. Results and Discussion 

4.1. Results of Predicting Prosody from Text  

We tested the model on text and compared the results with 
speech data to see how successful the prosody prediction fit 
the speech data. Performance evaluation is based on precision, 
recall and F-score. 

boundaryPW  predicted of numbers
boundaryPW  predictedcorrectly  of numbersPrecision =

 (1) 

boundaryPW  real of numbers
boundaryPW  predictedcorrectly  of  numbersRecall =

     (2) 

RecallPrecision
Recall*Precision*2

+
=− scoreF

                                      (3) 
Table 2 shows the results from the baseline whereby boundary 
breaks B4 and B5 are used to predict F0 Reset position 
without considering fillers and markers.  
 

Table 2. Baseline without fillers  
 Recall Precision F-Score 

F051 0.602 0.616 0.609 
M051 0.571 0.541 0.556 

 

able 3 shows predictions from the rule based filler 

Table 3. Baselines with fillers 
 F-Score 

T
predictions. The predictions are using predicted discourse 
marker, B4 and B5 to predict F0 Reset position. 
 

Recall Precision ProduceDM/PF 
(1)      Input Data= text piece with boundary breaks 

for each PPh in Input Data 
(2) if (CheckKeyWord(PPh) is true)  

 Add to Candidate List 
for each PPh in Candidate List 

(3) DetermineLegality(PPh) 
Output Data: text with PF, DM and boundary breaks

F051 0.667 0.551 0.603 
M051 0.635 0.486 0.550 

Comparing Tables , we repo e F-Scor of 

cross-speaker 
co

 
Table 4. Consistency of two speakers 

Recal -Score 

2 and 3 rt that th e value 
text with fillers was comparable to that of only using B4 and 
B5. Although the F-Score value of text with only using B4 and 
B5 was slight greater than that of text with fillers, by 
considering fillers we were in fact taking facts from speech 
data into account. Note also that the recall of text with fillers 
was greater than the without case. As for the precision rate, 
the reason could be due to speaker variation or intension 
variation and merits further study in the future.  

In Table 4 we present comparison of 
nsistency using speaker M051 as correct answer. Results 

showed that speakers may interpret of the same text somewhat 
differently while our prediction results were in fact better than 
speaker consistency. The reason may be that we have grasped 
the core content of text under analysis at the current stage, but 
did not include alternative interpretation to accommodate 
speaker intention.  

l Precision F
0.577 0.535 0.555 

5. Conclusions 
Our earlier analyses as well as F0 reset 
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