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Isolated Mandarin Syllable Recognition with Limited model [ba] is used for the five tonally variant counterparts [Ha-1]
Training Data Specially Considering the Effect of Tones [ba-2], [ba-3], [ba-4], and [ba-5]. This BS model thus tends to have
broad distributions for various parameters due to the large variations
Yumin Lee, Lin-Shan Lee, and Chiu-Yu Tseng in utterance characteristics introduced by the different tones. Several
special techniques are thus proposed here in this correspondence.
Although these techniques are implemented especially for Mandarin
Abstract—in this correspondence, a set of new approaches is proposed base syllables considering the effect of tones, it is believed that similar

to model the Mandarin syllables for accurate recognition with limited  concepts are potentially applicable to solve similar problems in speech
training data while specially considering the effect of tones, including e
recognition in other languages.

improved initial values and state transition topologies, and making use
of the durational cue. The results show that these approaches are very

useful practically. Il. SOME PRELIMINARIES

I. INTRODUCTION A. Speech Database

The recognition of all the 1300 phonologically allowed isolated The speech database contains six collections of utterances, each
Mandarin syllables [1] is a key problem for large vocabulary Marproduced by two male speakers. Each collection produced by one
darin speech recognition. Conventionally, each Mandarin syllablespeaker includes one set of 408 training utterances for each of the
decomposed into an INITIAL/FINAL format, where INITIAL meansfour lexical tones plus one set of 22 utterances for the neutral tone.
the initial consonant of the syllable, and FINAL means the vowel (dvore precisely, each set for one of the four lexical tones contains 408
diphthong) part, including possible medial and nasal endings. Thesdlable templates, most of them uttered with that particular lexical
syllables are highly confusing, because very often many differetane whenever phonologically allowed but sometimes uttered with
syllables have exactly the same FINAL but are differentiated onbnother chosen phonologically allowed tone if the syllable cannot be
by different INITIAL's. Such syllables form a confusing set, andproduced in that particular tone.
there exist as many as 38 confusing sets in this vocabulary. This iAll the speech data are obtained in an office-like laboratory
why the recognition of these syllables is very difficult, and only anvironment without special sound-proof treatment. They are lowpass
speaker-dependent and isolated-syllable task is considered here. filtered, digitized, and end-point detected. The sampling frequency

Mandarin Chinese is a tonal language, i.e., every syllable i 9.6 kHz. A Hamming window of length 19.2 ms are applied
assigned a tone. There are basically four lexical tones (ToneseVery 6.72 ms with a preemphasis factor of 0.95. Unless otherwise
to 4) and one neutral tone (Tone 5) in Mandarin [2], [3]. It hastated, the training data consist of five collections of utterances in
been shown that the tones can be separately recognized by primdtily database, and the remaining collection is used in testing. All the
using pitch contour features. When the differences caused by tomesults reported here are the average of the two speakers.
are disregarded, the 1300 different syllables are reduced to 408

base syllablegBS’s) (which are the syllable structures that carmg. The Training Approach for the BS Models
the pitch contour), and these 408 base syllables can be recognlzegnless otherwise mentioned, left-to-right continuous density hid-

primarily with vocal tract parameters. Therefore, one can have tl , L .
. n Markov models (HMM’S) were used in this paper with sev
BS and the tone of the test utterance separately recognized. An ( ) pap en

apparent advantage of this aporoach is that the number of aco States and two transitions per state. The output probability density
PP v 9 IS app ! u UrliSction (pdf) of a state is the partitioned Gaussian autoregressive
models required is considerably reduced. In addition, because i

tone recognition problem has been successfully solved for isolateI tures (PGAM) function [7]
i - iti 1 :

syllables in the speaker depen_dent case [4], o_nly thg BS reco_gnmon bi(o) = — max {bjm(o)} 1)
(but considering the effect of different tones) will be discussed in the M m=12,,
rest of this correspondence. where

In order to recognize the highly confusing 408 BS’'s with 38 feature vector
confusing sets, several special approaches have been proposed [ o

. - i/ total number of mixtures,
[6] and successfully applied to the recognition of the 408 Mandarin : ; S
. . . bim(-) mth mixture pdf of statej, which is assumed to be an

syllables with Tone 1 only (i.e., both the training and test utterances autorearessive Gaussian distribution
are of Tone 1 only). However, the recognition performance of these g. i ’
approaches developed for Tone 1 only will be, as will be shown latd} this type of mixture density, the feature vector space can be
in this correspondence, seriously degraded when directly app”edqgw_smered to be |mpI|C|tIy_ partltlongd into clusters. Each cluster_ is
the BS recognition for the 1300 Mandarin syllables with differerf{€fined by an autoregressive Gaussian pdf, and the cluster to which a
tones. This is due to the large intraspeaker variations in vario{f&ture vectop, belongs is found by a nearest-neighbor criterion [7].

feature parameters introduced by the tones. For example, only one BYS: in fact, resembles the vector quantization (VQ) operation. Such
a VQ analogy will be used in later discussions in this correspondence.

Manuscript received November 23, 1993; revised March 27, 1996. T For the recognition of the 408 Mandarin syllables with Tone 1
asso‘ciaye editor coordinating the revi’ew of ’this paper and app’roving it %%Iy (all the training and test utterances .are in Tone 1 only), \{e.ry
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Training of the 88 — Training (TET)
- FINAL HMM'
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——— | INITIAL/FINAL . * Coverage (BTC)
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Pass 3: 3 4 5 6
Training of the . . . .
408 syllable IMM's Fig. 2. BS recognition rates for the different training approaches: BSL, BTC,
l TET.
408 syllable IMM's
TABLE |
Fig. 1. Block diagram of the original baseline (OBL) training. Tor 1 70 Tor 5 BS RECOGNITION RATES FOR THE ORIGINAL BASELINE
TRAINING AND VARIOUS IMPROVED TECHNIQUES WITH DIFFERENT PARAMETERS
. . 9,
first segmented into INITIAL and FINAL parts. These segmented Approaches - prz"p Z:;’;S(fgp “Toons
gtterances are used to train the INITIAL and FINAL HMM’s in the v 2271 ] 94.44 | 96.61 9531 [ 99.03
first two passes. They are then concatenated to form 408 syllable Original Baseline M=4 84.82 | 95.22 | 97.40 | 98.49 | 98.97
HMM's. In the third pass, these 408 syllable HMM's are taken ag Training (OBL) M=5 85.49 | 95.28 | 97.64 | 98.61 | 99.15
the initial values, and all of the segmented as well as unsegmented M-=6 86.58 | 9649 | 98.37 | 98.91 | 99.27
training utterances are used in the Baum—Welch iterations to refine tije Broadened Tone M=5 8748 | 96.01 | 97.82 | 98.67 | 99.15
Coverage (BTC) M=6 87.42 | 96.49 | 98.43 | 98.91 | 99.27

model parameters, with the parameters for the INITIAL and FINAL —

y . Tone-enhance Training M=5 M,=2 | 87.55 | 96.25 | 97.88 | 98.73 | 99.21
parts of the syllable HMM's eventually re-estimated separately} (rpr) ou-m-m-1) | M6 | M. 3 | 8851 | 9528 | 96.98 | 98.13 | 98.61
Similar concepts have been extensively used and found very usefr A 88.09 | 95.71 | 97.58 | 98.67 ] 99.46
in many speech recognition systems for western languages [8]. This Different Topologies B 87.79 [ 95.89 | 97.70 | 98.85 | 99.21
C
D

approach will be referred to as the original baseline (OBL) approacpy  (rgr, M=) 8761 ] 9583 | 97.64 | 98.61 | 99.33
for further comparison in the rest of this correspondence. 8803 9577 | 9758 | 98.73 | 99.15
A series of preliminary experiments were performed on the MOdelS piesnold Decision (ﬁz;zs) P s Py pees s
trained using the above OBL approach but used in the BS recognitig 949 | Neuwal | 7727 | 100 | 100 | 100 | 100
for the 1300 Mandarin syllables, i.e., now both the training and teg (frames) | Lexial | 87.63 | 94.92 | 96.75 | 97.79 | 98.59
utterances bear all five different tones, but the correct rate is in terms
of the correctly chosen BS regardless of the tones. The results of
these preliminary experiments for a number of mixtubdsranging some special approach will be developed in Section V to improve
from 3 to 6 are listed in the first set of four rows of Table . On¢he BS recognition rates for syllables in Tone 5, and Tone 5 is not
can see that the top BS recognition rates are only on the ordercohsidered here. This approach will be referred to adtbadened
82~86%, which is significantly lower than those obtained (on théone coveraggBTC) approach. The top 1 experimental results are
order of 90%) for the recognition of the 408 syllables with Tone plotted as the second lower curve in Fig. 2 fdr= 3 to 6, and the
only. This is apparently because in the former case, both the trainitogp 1-5 rates foldl = 5 and6 are further listed in the second set
and test utterances bear five different tones, thus having broaderdbtwo rows of Table | because the casks = 5 and 6 are very
less discriminating) feature parameter distributions. The top 1 rata$ractive. When compared with the lowest curve in Fig. 2, one can
are also plotted as the lowest curve in Fig. 2 as a functiod/of see that an improvement of 0.5% to 2.0% in top-1 rates is obtainable
for further comparison later on. Apparently, in this range Mf, without changing the training datalhis leads to the new approach
increased mixtures give higher rates, ahfl = 5 and 6 provide of further broadening the tone coverage for the initial values to be
better performance, even with this limited amount of training datapresented in the next section.

=

t(TET, Topology A, M=5)

C. Broadened Tone Coverage Ill. THE TONE-ENHANCED TRAINING APPROACH

A very intuitive way to improve the performance of the above With the above experiences, a new training approach is designed
approach in BS recognition is to improve the initial values used fior further broadening the tone coverage of the initial estimates for
the Baum—Welch reestimation. In the previous OBL approach, modéie BS model parameters, as shown in Fig. 3. In the first two passes,
are initialized by concatenating the INITIAL and FINAL models thafour INITIAL models and four FINAL models are first obtained for
are independently trained using the segmented INITIAL and FINAkach BS, each for one lexical tone. More precisely, for each BS, one
parts of one set of training utterances bearing Tone 1 only. Therefold| TIAL and one FINAL model, each witi4; mixtures, are obtained
in an improved approactfpur setsof segmented utterancesne using the segmented training data of Tdnevherel = 1,2, 3, 4.
for each lexical tone-were used in the first two passes for trainingrhese INITIAL and FINAL models are then concatenated to form
the INITIAL and FINAL models to be used as initial values in thefour syllable models, which are referred to as the component models,
final pass of the original approach. Here, only the four lexical tonesch for one lexical tone. Note that at this stage, four component
are considered but not the neutral tone (Tone 5). This is becausedels are obtained for each BS, in which thecomponent model
only 22 syllables, and not 408, can be produced in Tone 5; thusving M; mixtures is trained using a segmented training utterance
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Segmented training data: Extensive experiments were conducted to investigate the perfor-
one set for each tone Independently train mance of this new approach. The top 1 rates are plotted as the

INITHAT. and FINAL upper curve in Fig. 2 forM = 3 to 6, and the top 1-5 rates for

et M = 5 and 6 are also included in the third set of two rows in

l l Table I. The number of mixture&l; in the component models are, in

Component ‘ Component general, chosen empirically. The fact thdt is very often larger than
INITIAL FINAL M., M>, and M, is based on the observation that the BS recognition
models models rate for the syllables bearing Tone 3 are typically much lower than
Concatenation those of syllables bearing Tones 1, 2, and 4, which is probably due
to the special structural variations of the syllables with Tone 3. From
Component ‘ these results, one can see that, in general, the top 1 rates of the new
models approach are on the order of 86988%, which is about 2%3%
higher than that of the OBL approach and always higher than those
Bundling obtained by the BTC approach.

An interesting question arises about why this TET approach
Initial l always performs better than the BTC approach. It was mentioned
vaes OO0 in Section Il that the PGAM state output densities resemble the
o | vector quantization operation in that the feature space is implicitly

All training utterances Baum-Welch partitioned into clusters. From this point of view, the training of

Reestimation initial models is in fact analogous to the training of initial VQ
1 codebooks, i.e., the initial partitioning of the feature space. In the

Syllable

5 O—O—OW BTC approach, the initial model parameters are obtained from the
models

training data in a straightforward way. From the VQ point of view,
Fig. 3. Tone-enhanced training (TET) approach. the initial partitioning of this approach is unsupervised, i.e., it is
solely dependent on the distribution of feature vectors, and there is
no explicit rule governing the partitioning of the feature space. In the

State j TET approach, however, the initial model parameters are obtained
of initial by “bundling” up the parameters of the component models. From
BS models the VQ point of view, in this approach, the feature space is initially

partitioned in such a way that to a certain extent, the feature vectors
of training utterances of the same tone belong to the same cluster. In

State j of other words, the initial partitioning of the feature space is no longer
component unsupervised; there is an explicit rule that assi@fisclusters to the
models feature vectors of training utterances of TaneThis has the effect
of equalizing the contributions of the training utterances of different
tones.

Fig. 4. "Bundling” operation in the TET approach.
IV. SPECIAL STATE TRANSITION TOPOLOGIES

of Tonel. The initial values to be used in the subsequent (or the third-1t has been observed that the tones in Mandarin not only influence
pass) Baum—Welch re-estimation are next obtained by combining #é distribution of feature vectors but also influence the duration of
model parameters of the component models. Specifically, for each i Syllable utterances [2]. For example, utterances bearing Tone 4 are
model, the initial state transition matrixis assigned the value of the tyPically shorter than utterances bearing Tone 1. In other words, the

weighted average of the state transition matrices of the correspondYﬁ{,iations in duration can be significant for syllables bearing different
component models, i.e., tones. Hence, for BS recognition for the 1300 Mandarin syllables,

the BS HMM'’s should be more flexible in duration modeling. The
& HMM'’s used in all the previous experiments described above are
A= T ZM; X Ay (2) seven-state left-to-right models with two transitions, as shown in
= Fig. 5(a), which is referred to as Topolody. This model may be
relatively inflexible in duration modeling for BS recognition. Hence,
where 4;,1 = 1,2,3,4 denote the state transition matrix of theanother possible way of improving the BS recognition performance
component model trained for Tonk and M def Zf‘:l M; is is to use state transition topologies with more transitions.
the number of mixtures of the BS model. The initial state output Four additional state transition topologies are thus chosen as shown
density to be used in the third-pass re-estimation is then obtainedibyig. 5(b), which are referred to as Topologi¢sB, C, andD. Two
“bundling” up, or simply copying all of, the state output densities odbservations are worth noting in these topologies. First, the number of
the four component models, as shown in Fig. 4. In other words, foansitions are considerably increased so that there exist legal paths
each statej of the BS model, a total ofi/ initial mixture pdf's of model lengths ranging from four to seven states. This has the
are used; they are simply the mixture pdf's copied from state advantage of better modeling the durational aspects. Second, for each
of the four component models for the four lexical tones. After thi®pology, the only legal path from the first three states to the last four
“bundling” operation, the obtained BS model is taken as the initigtates is through the transition from states 3 to 4. This is deliberately
values to go through a third-pass Baum—Welch reestimation procedssigned, considering the fact that the first three states are to model
This approach will be referred to as ttmme-enhanced training (TET) the INITIAL parts and the last four states are to model the FINAL
approach in this correspondence. parts.
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Fig. 7. Distribution of duration in the training utterances for the two types
of tones.

usually only on the order of 50-60%, which are significantly lower

than the rates for syllables with the four lexical tones, regardless
of the training approach and state transition topology used. This
is primarily due to the much shorter duration and lower energy in

syllables with the neutral tone. Although the number of syllables that
can be pronounced with the neutral tone is only 22, practically, the BS
recognition for syllables with the neutral tone is really very important.

This is because many function words with important syntactic and
semantic roles in the Chinese language suchiFas, " 177", "#&",

etc., are always pronounced with the neutral tone. These words occur
with very high frequency in everyday Chinese, e.g., the occurrence

frequency of the function wordfJ" alone is found to be as high

as 7%.

The distribution of the durations of the training utterances in the
speech database is shown in Fig. 7. One can see that the duration
) ) of most syllables with the neutral tone is between 40 to 60 frames,

A series of experiments were conducted to compare the perfgfhereas that of most syllables with the four lexical tones is between
mance of the different topologies. The number of mixtures was fix@g) 1 90 frames. One way to make use of this durational cue is by use
at 5, and both the OBL and the TET approaches With= M =  of 5 threshold decision rule. Specifically, if the duration of the test
M = 1, Ms = 2 were used. The top 1 to 5 rates for the TETgy)japle is shorter than a threshdldthen that syllable is assumed to
approach with Topologiest, B, C', D are also listed in the fourth pear the neutral tone and is thus evaluated during the BS recognition
set of four rows in Table | and the top 1 rates for both OBL anfscess only against the 22 BS models that can be produced with
TET approaches plotted in Fig. 6. Several interesting observatiqfg neytral tone; otherwise, nothing is assumed, and it is evaluated
are worth noting. First, it can be seen that typically, Topologiegyainst all the 408 BS models. Since only 22, which is many fewer
4, B.C, and D yield higher top 1 rates than Topolog¥. The a5 408, syllables can be pronounced with the neutral tone, this
highest top 1 rate of 88.09% now achieved using the TET approgghcedure can tremendously narrow down the search space and thus
with Topology A is rather close to the 90% performance previousl¥ignificantly improve the performance in BS recognition for syllables
obtained for syllable recognition with Tone 1 only. Second, for €aqly4ing the neutral tone with durations shorter thaiowever, for
topology, the performance of the TET approach is always better thanyiyeng syllables shorter tha but bearing one of the four lexical
the OBL approach. Last, Topology is the most attractive for the yones \ill almost certainly be erroneously recognized because they
TET approach, whereas Topology is the best choice for the OBL 5.0 oniy searched through the 22 BS models that can be produced
training. Note that TopologyD is the most flexible of all the four ;, yhe neytral tone. Therefore, the BS recognition performance for
new topologies in Fig. 5 in terms of the number of allowable staige g\ jjaples with the four lexical tones may be degraded due to such
transitions, and Topologyl is the second. One possible interpretation o < and whether the proposed approach really improves the overall
for this phenomenon. is that for the TET ap.proach, the initial modeéss recognition performance is contingent on the choicé.of
are very carefully trained; hence, to a certain extent, the effects of thez, oriments are conducted to test the proposed threshold decision
tones on syllable duration have been taken care of. Therefore, sp&% with several values of. The results are summarized in Fig. 8.
flexibility in state transitions as Topolog® is, in.fggt, unnecessary. note that the case of —= 0 is equivalent to the original BS
For the OBL approach, on the contrary, the initial models are nPécognition approach, i.e., the recognition approach that does not
as elaborate as that for the TET approach, and therefore, the | e any use of the durational cue. The TET approach and Topology
number O_f staFe transitions in _Top_ology helps to compensate forA were adopted in these experiments. From the results in Fig. 8,
the variations in syllable duration introduced by the tones. one can see that the top 1 BS recognition rates for the syllables

with neutral tone can be considerably improved when the threshold
V. DURATIONAL CUE FOR SYLLABLES WITH NEUTRAL TONE # increased from 0, yet that for the syllables with the four lexical

The BS recognition for syllables bearing the neutral tone are thenes are, in general, only sightly decreased. For example, for the

most difficult. In fact, the top 1 recognition rates for such cases atase off = 49 frames, the top 1 BS recognition rate for the syllables

Fig. 6. Top 1 rates using different state transition topologies = 5).
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Fig. 8. BS recognition results using the durational cue for different values
of 6. TABLE 1l
Top 1 10 Tor 5 BS RECOGNITION RATES TESTED ON EVERYDAY CHINESE

with the neutral tone is improved by 18.18% as compared with the Approaches Top » rates (%)

case off = 0, yet that for the syllables with the four lexical tones tpl | tp2 § tp3 | top4 | top>

is degraded only by 0.79%. The top 1 to 5 rates for the two types OB{;:g"f]rZiii Lol g6y | or17 | gsor | 9024 | 9957

of tones withd = 0 and 49 frames are also listed in the last set of TET, Topology A,

4 rows of Table | for comparison. 6=42 frames 8924 | 97.72 | 9880 | 99.13 | 9946
Although the above results seem to indicate that the proposed 1300 models,

threshold approach can significantly improve the correct rate for syl- | 0Pl Topology2, [ 8325 ] 9474 1 9722 | 9831 ] 9903

lables with the neutral tone but only very slightly degrade the correct
rate for syllables with the lexical tones, the actual improvements

achievable in the overall BS recognition rate is still difficult to teIItop 1 to top 5 rates for the original case (OBL training, Topoldhy
especially when the frequencies of occurrence for the base syllabé%le — 0) and the case that all techniques proposed in this paper are

and tones are considered. The reason is that not all base syllafles. .4 (TET approach, Topology, andé = 42 frames) are also

have the same frequency of occurrence, and the actual percentagg iy i the top two rows of Table II for comparison. From this table,

neutral-tone syIIa_bIe; in ev_eryda_y Chmgse is apparent'}’ much highels can see that the approaches proposed in this correspondence can,
than22/1300. This will be investigated in the next section. in fact, achieve an improvement of 2.61% in the top 1 recognition
rate in practical situations, which corresponds to about 20% of error

VI. OVERALL PERFORMANCE TESTED ON EVERYDAY CHINESE rate reduction.

The test database used in all the above experiments include alDne may wonder that in this correspondence, we started out by
phonologically allowed Mandarin syllables, and all syllables argaying that the BS’s and tones can be separately recognized; we then
equally counted in the performance evaluation. In practical situationsdicated the problems due to the use of the same model for BS's
however, some of these syllables are rarely used, whereas ottveith different tones and presented a series of techniques to solve these
are very frequently used in everyday Chinese, and the ratio mfoblems. How about if we started by recognizing all the 1300 tonal
neutral-tone syllables is significantly higher than/1300. Further syllables directly by training 1300 tonal syllable models instead of
experiments to test how the concepts proposed in this correspondenyiag to recognize the BS’s and tones separately? Such an experiment
actually work in practical situations will be presented here. In thegeas finally performed is and presented here for comparison. A total
experiments, a large Chinese text corpus including newspapea,1300 tonal syllable models were trained using the same OBL
articles in magazines, tales, and so on are used to evaluate approach as before including 22 models for the syllables bearing the
frequencies of occurrence of each BS, each tone, and each of keetral tone. The only difference is that here the training and testing
1300 tonal syllables. The total number of characters (syllablesfterances for each model are of the same tone but can be any one
included in the corpus is around 4 million. Two sets of experimentaf the five possible tones. In this case, the TET approach, special
data are collected: one with the original technique, i.e., the OBhpology, or the threshold decision approach are all not needed.
approach and Topolog¥ and one with the TET approach andExactly the same model structures, i.e., seven statesMang 5,
the Topology A. Different values of the thresholél are used. For left-to-right with two transitions per state, were adopted, and exactly
each case, the BS correct rates for each BS with the two typestié same training and testing utterances were used. The resulted
tones are weighted and averaged by the corresponding frequencieB®frecognition rates—top 1 to top 5—which are also weighted and
occurrence, respectively, and so on; therefore, the results will reflesteraged by the respective frequencies of occurrence just as above,
the performance of the techniques in a real situation. are listed in the last row of Table Il. It can be seen that the results are,

The results of these experiments are summarized in Fig. 9. Nategeneral, much lower than the results in the first row of the table, i.e.,
that the case df = 0 is equivalent to the case of making no use of theeparately recognizing the BS’s and tones but without any improved
durational cue. Two observations are noteworthy. First, making uapproaches presented in this paper. Even if some techniques such as
of the durational cue as proposed in Section V can indeed improveproved topologies or the threshold decision may also be applied,
the overall top 1 recognition rates, and the optimal valuetfas less significant improvements are definitely expected because here,
42 frames for both cases (i.e., OBL training with Topolagyand different HMM’'s have been used for syllables with different tones.
TET approach with Topology). Second, the TET approach withAn apparent reason for the relatively lower performance is due to
Topology A always yields much higher top 1 rates compared with thae limited training data because here, every tonal syllable model
OBL approach with Topology, regardless of the value 6f Typical is trained by only five (or sometimes six) utterances, which is very
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small. Although increased training data may be helpful, in the speaker Linear Prediction of the One-Sided Autocorrelation

dependent Mandarin syllable recognition problem, a limited database Sequence for Noisy Speech Recognition
will probably still be a normal situation for some period of time in
the future. Javier Hernando and Climent Nadeu
VIl. CONCLUSION Abstract—The aim of this correspondence is to present a robust

. . . representation of speech based on AR modeling of the causal part of
A new approach is proposed in this correspondence to obtaia autocorrelation sequence. In noisy speech recognition, this new rep-

more elaborate initial models covering characteristics of differerdsentation achieves better results than several other related techniques.
tones. Improved state transition topologies are also found to achieve
better performance compared with the simple left-to-right model with
two transitions. A threshold decision approach is further developed o . . o
to improve the performance of BS recognition for the syllables Lineéar predictive coding (LPC) [1] is a spectral estimation tech-
with the neutral tone. The test results on everyday Chinese shBilué widely used in speech processing and, particularly, in speech
that a total error rate reduction on the order of 20% in the top 'gcognition. However, the conventional LPC technique, which is
rate can be obtained when all the concepts are properly integrafgduivalent to AR modeling of the signal(n), is known to be

|l. INTRODUCTION

Although the techniques here are proposed specially for recognitié#fy Sensitive to the presence of background noise. This fact leads
of Mandarin base syllables considering the effect of tones, it §§ POOr recognition rates when this technique is used in speech
certainly believed that similar concepts are potentially applicable fgcognition under noisy conditions, even if only a moderate level

solve similar problems in speech recognition in other languages. of contamination is present in the speech signal. Similar results
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are obtained with the well-known mel-cepstrum technique [2]. This
explains why some of the main attempts to combat the noise
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SMC representation and Cadzow's method. All of them can be
interpreted as AR modeling of either a spectral function named
“envelope” or its square. This interpretation, which is based on the
properties of the one-sided autocorrelation, provides more insight into
the various methods. In this correspondence, their performance in
noisy speech recognition is compared. The optimum model order
and cepstral liftering have also been investigated in noisy conditions.
The simulation results show that OSALPC outperforms the other
techniques in severe noisy conditions and obtains similar scores for
moderate or high SNR.
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